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## COEFFICIENT INVERSE HEAT-CONDUCTION PROBLEM

E. A. Artyukhin and A. V. Nenarokomov

UDC 536.24

The computational algorithm and the results are given for the solution of the inverse problem of determining the total set of coefficients of the inhomogeneous quasilinear heat-conduction equation.

Recently, nonsteady experimental-computational methods based on the solution of the coefficient (in the terminology of [1]) inverse heat-conduction problems (IHP) have been sufficiently widely used to determine the thermophysical characteristics of various structural and heat-protective materials. Expansion of the range of practical application of such methods is directly associated with the development of effective computational algorithms for the solution of nonlinear multiparameter inverse problems in which a whole set of unknown characteristics is determined from the data of a single nonsteady experiment. This type of algorithm may ensure maximum information retrieval from thermophysical experiments.

Consider a one-dimensional heat-transfer process with a mathematical model in the form of a boundary problem for the quasilinear inhomogeneous heat-conduction equation

$$
\begin{gather*}
C(T) \frac{\partial T}{\partial \tau}=\frac{\partial}{\partial x}\left(\lambda(T) \frac{\partial T}{\partial x}\right)+S(T), x, \tau \in Q=(0, b) \ll(0, \tau],  \tag{1}\\
T(x, 0)=T_{0}(x), x \in[0, b],  \tag{2}\\
\gamma_{1} \lambda(T(0, \tau)) \frac{\partial T(0, \tau)}{\partial x}+\mu_{1} T(0, \tau)=g_{1}(\tau), \tau \in\left(0, \tau_{m}\right],  \tag{3}\\
\gamma_{2} \lambda(T(b, \tau)) \frac{\partial T(b, \tau)}{\partial x}+\mu_{2} T(b, \tau)=g_{2}(\tau), \tau \in\left(0, \tau_{m}\right], \tag{4}
\end{gather*}
$$

where $T_{0}(x), g_{1}(\tau), g_{2}(\tau)$ are known functions; $b, \tau_{m}, \mu_{1}, \mu_{2}, \gamma_{1}, \gamma_{2}$ are specified numbers.
Suppose that thermosensors are placed at some number $(N+2)$ of points in the interval [0, b] with coordinates $x=X_{i}, i=\overline{1, N}, 0=X_{0}<X_{1}<\ldots<X_{N}<X_{N+1}=b$, and dynamic temperature measurements are undertaken

$$
\begin{equation*}
T^{\exp }\left(X_{i}, \tau\right)=f_{i}(\tau), i=\overline{0, N+1} \tag{5}
\end{equation*}
$$

It is assumed here that, if a boundary condition of the first kind is imposed at any boundary, the functions $g_{j}(\tau), j=1,2$ in Eqs. (3) and (4) are formed on the basis of the data of the corresponding measurements $g_{1}(\tau)=f_{0}(\tau), g_{2}(\tau)=f_{N+1}(\tau)$. Depending on a priori information on the characteristics $C(T), \lambda(T)$, and $S(T)$, different formulations of the coefficient IHP are possible: the derivation of any one characteristic or some set of characteristics simultane-

[^0]ously. From the viewpoint of maximum information content of the thermophysical investigation, it is of interest to solve the inverse problem of determining the whole set $C(T)$, $\lambda(T)$, and $S(T)$. This problem is considered in the present work.

The inverse problem which is analyzed may be written in the form of an operator equation of the first kind

$$
\begin{equation*}
A u=f, u \in U, f \in F, A: U \rightarrow F, \tag{6}
\end{equation*}
$$

where $u=\left\{u_{Z}(T)\right\}_{1}^{3}=\{C(T), \lambda(T), S(T)\}$ is the desired vector function; $A$ is a nonlinear operator subject to the boundary problem in Eqs. (1)-(4) and corresponding to each element $u \in U$ of the spur of the solution in Eqs. (1)-(4) $T\left(X_{i}, \tau\right), i=0, N+1$. In the numerical solution of Eq. (6), the operator A is usually constructed by finite-dimensional approximation of the problem in Eqs. (1)-(4) and hence is known with an error. The right-hand side $f$ is formed using experimental data and is therefore also specified approximately. In this case, the problem in Eq. (6) is incorrect [2]. Its accurate solution is the element $u$ $\in U$ for which the spur of the solution of the boundary condition in Eqs. (1)-(4) coincides with the specified right-hand side of Eq. (6), f. $\in \mathrm{F}$. The space $\mathrm{L}_{2}$ is usually taken as $F$. With inconsistent specification of the initial data, there may be no accurate solution and, if it does exist, it will not have the property of stability relative to errors in the initial data [2].

In view of the incorrectness of the given inverse problem, it must be solved using special regularizing algorithms [2]. One effective and universal method of constructing such algorithms is iterative regularization [1]. In this case, any first-order gradient method, for example, the method of fastest descent or conjugate gradients, is used to construct the sequence minimizing the discrepancy functional $J(u)=\|A u-f\|_{F}$

$$
\begin{equation*}
u^{r+1}=u^{r}+\alpha^{r} G\left(J^{\prime(r)}\right), r=0,1, \ldots, R \tag{7}
\end{equation*}
$$

where $u^{0}$ is the initial approximation; $\alpha^{r}$ is the depth of descent, chosen from the condition $J^{r+1}=\min _{\alpha \in R^{+}} J\left(u^{r}+\alpha G\left(J^{(r)}\right)\right) ; G\left(J^{\prime}\right)$ is the direction of descent; R is the number of the last iteration, determined in the course of solution from the discrepancy condition $J\left(u^{R}\right) \approx \delta ; \delta$ is the known integral error of the initial data.

For linear incorrect problems of the type in Eq. (6), in the presence of error in the operator $A$ and the right-hand side $f$, the present method was given a rigorous mathematical. basis in [3, 4]. For the solution of coefficient IHP, which are always nonlinear, the high efficiency of the iterative algorithms was demonstrated in [5-8], for example, where the derivation of temperature dependences of one or two coefficients of the homogeneous heatconduction equation was considered.

Writing the mean square discrepancy

$$
\begin{equation*}
J=\sum_{i=0}^{N+1} \int_{0}^{\tau}\left[T\left(X_{i}, \tau\right)-f_{i}(\tau)\right]^{2} d \tau \tag{8}
\end{equation*}
$$

the iterative algorithm for solution of the above-formulated inverse problem is constructed. Conditions ensuring unique solution of the problem are satisfied here [9, 10].

One of the central problems characterizing the computational efficiency of the iterative algorithms is to determine the gradient of the functional in Eq. (8). In solving coefficient inverse problems in which the desired characteristics depend on the solution of the direct problem in Eqs. (1)-(4), it is impossible to construct an effective procedure for minimizing the discrepancy in Eq. (8) in functional space. At, the same time, the approach based on parameterization of unknown functions is very productive. As a result, the inverse problem is reduced to seeking the vector of unknown parameters including the coefficients of parametric representation of all the desired functions.

The components of the unknown function $u=\{u Z(T)\}_{1}^{3}$ are written in the form

$$
\begin{equation*}
u_{l}(T)=\sum_{k=1}^{m_{l}} p_{k} \varphi_{l_{k}}(T), l=\overline{1,3} \tag{9}
\end{equation*}
$$

where $\varphi Z_{k}(T), k=\overline{1, m}, Z=\overline{1,3}$ are specified systems of basis functions. Then, following the approach of [6], it may be shown that the gradient of the functional in Eq. (8) is determined by the following formulas

$$
\begin{gather*}
J_{u_{1_{k}}}^{\prime}=-\int_{0}^{\tau_{m}} \int_{0}^{b} \psi \frac{\partial T}{\partial \tau} \varphi_{1_{k}}(T) d x d \tau, k=\overline{1, m_{1}} ;  \tag{10}\\
J_{u_{2_{k}}}^{\prime}=\int_{0}^{\tau_{m}} \int_{0}^{b} \Psi\left[\frac{\partial^{2} T}{\partial x^{2}} \varphi_{2_{k}}(T)+\left(\frac{\partial T}{\partial x}\right)^{2} \frac{d \varphi_{2_{k}}}{d T}\right] d x d \tau+\int_{0}^{\tau_{m}} \Psi(0, \tau) \frac{\partial T(0, \tau)}{\partial x} \varphi_{2_{k}}(T(0, \tau)) d \tau- \\
-\int_{0}^{\tau_{m}} \psi(b, \tau) \frac{\partial T(b, \tau)}{\partial x} \varphi_{2_{k}}(T(b, \tau)) d \tau, k=\overline{1, m_{2}} ;  \tag{11}\\
J_{u_{3_{k}}}^{\prime}=\int_{0}^{\tau_{m}} \int_{0}^{b} \psi \varphi_{3_{k}}(T) d x d \tau, k=\overline{1, m_{3}}, \tag{12}
\end{gather*}
$$

where $\psi(x, \tau)$ is the solution of the boundary problem for the conjugate variable

$$
\begin{gather*}
-C(T) \frac{\partial \psi_{i}}{\partial \tau}=\lambda(T) \frac{\partial^{2} \psi_{i}}{\partial x^{2}}+\frac{\partial S}{\partial T}, \\
x, \tau \in Q_{i}-\left(X_{i-1}, X_{i}\right) \times\left(0, \tau_{m}\right], i=\overline{1, N+1} ;  \tag{13}\\
\psi_{i}\left(x, \tau_{m}\right]=0, x \in\left[X_{i-1}, X_{i}\right], i=\overline{1, N+1} ;  \tag{14}\\
\gamma_{1} \lambda(T(0, \tau)) \frac{\partial \psi_{1}(0, \tau)}{\partial x}+\mu_{1} \psi_{1}(0, \tau)=2\left[T(0, \tau)-f_{0}(\tau)\right], \tau \in\left[0, \tau_{m}\right) ;  \tag{15}\\
\psi_{i}\left(X_{i}, \tau\right)=\psi_{i+1}\left(X_{i}, \tau\right), i=\overline{1, N}, \tau \in\left[0, \tau_{m}\right),  \tag{16}\\
\lambda\left(T\left(X_{i}, \tau\right)\right)\left[\frac{\partial \psi_{i}\left(X_{i}, \tau\right)}{\partial x}-\frac{\partial \psi_{i+1}\left(X_{i}, \tau\right)}{\partial x}\right]=2\left[T\left(X_{i}, \tau\right)-f_{i}(\tau)\right], \\
i=\overline{1, N}, \tau \in\left[0, \tau_{m}\right) ;  \tag{17}\\
\gamma_{2} \lambda(T(b, \tau)) \frac{\partial \psi_{N+1}(b, \tau)}{\partial x}+\mu_{2} \psi_{N+1}(b, \tau)=2\left[T(b, \tau)-f_{N+1}(\tau)\right], \tau \in\left[0, \tau_{m}\right) . \tag{18}
\end{gather*}
$$

In determining the depth of search $\alpha^{r}$ in iterative algorithms for solving multiparameter inverse problems, it is very effective to represent this quantity in the form of a vector of dimensionality corresponding to that of the desired solution of the inverse problem and to calculate the linear estimate for each component [11]. Using this approach, $\alpha$ is written in the form

$$
\begin{equation*}
\alpha=\left\{\alpha_{1}, \alpha_{2}, \alpha_{3}\right\} \tag{19}
\end{equation*}
$$

The components of the vector in Eq. (19) are calculated from the solution of the following system of linear algebraic equations

$$
\begin{equation*}
\sum_{i=1}^{3} \alpha_{j}\left(\sum_{i=0}^{N+1} \int_{0}^{\tau_{m}} \vartheta_{j}\left(X_{i}, \tau\right) \vartheta_{k}\left(X_{i}, \tau\right) d \tau\right)=-\sum_{i=0}^{N+1} \int_{0}^{\tau_{m}}\left[T\left(X_{i}, \tau\right)-f_{i}(\tau)\right] \boldsymbol{\vartheta}_{k}\left(X_{i}, \tau\right) d \tau, \quad k=\overline{1,3} \tag{20}
\end{equation*}
$$

where the functions $\vartheta_{j}(x, \tau)$ satisfy the boundary problem

$$
\begin{gather*}
C(T) \frac{\partial \vartheta_{j}}{\partial \tau}=\lambda(T) \frac{\partial^{2} \vartheta_{j}}{\partial x^{2}}+2 \frac{\partial \lambda}{\partial T} \frac{\partial T}{\partial x} \frac{\partial \vartheta_{j}}{\partial x}+\left[\frac{\partial^{2} T}{\partial x^{2}} \frac{\partial \lambda}{\partial T}+\right. \\
\left.+\left(-\frac{\partial T}{\partial x}\right)^{2} \frac{\partial^{2} \lambda}{\partial T^{2}}+\frac{\partial S}{\partial T}-C(T) \frac{\partial T}{\partial \tau}\right] \vartheta_{j}+W_{j}, x, \tau \in Q  \tag{21}\\
\vartheta_{j}(x, 0)=0, x \in[0, b] ;  \tag{22}\\
\gamma_{1}\left[\lambda(T(0, \tau)) \frac{\partial \vartheta_{j}(0, \tau)}{\partial x}-\frac{\partial T(0, \tau)}{\partial x} \frac{\partial \lambda(T(0, \tau))}{\partial T} \vartheta_{j}(0, \tau)\right]+ \\
+p_{j}+\mu_{1} \vartheta_{j}(0, \tau)=0, \tau \in\left(0, \tau_{m}\right] \tag{23}
\end{gather*}
$$

$$
\begin{equation*}
\gamma_{2}\left[\lambda(T(b, \tau)) \frac{\partial \vartheta_{j}(b, \tau)}{\partial x}+\frac{\partial T(b, \tau)}{\partial x} \frac{\partial \lambda(T(b, \tau))}{\partial T} \vartheta_{j}(b, \tau)\right]+p_{j}+\mu_{2} \vartheta_{j}(b, \tau)=0, \tau \in\left(0, \tau_{m}\right], \tag{24}
\end{equation*}
$$

where

$$
W_{j}=\left\{\begin{array}{l}
-\frac{\partial T}{\partial \tau} \sum_{k=1}^{m_{1}} J_{u_{1_{h}}}^{\prime} \varphi_{1_{k}}(T) \text { when } j=1, \\
\frac{\partial^{2} T}{\partial x^{2}} \sum_{k=1}^{m_{2}} J_{u_{2_{k}}}^{\prime} \varphi_{2_{k}}(T)+\left(\frac{\partial T}{\partial x}\right)^{2} \sum_{k=1}^{m_{2}} J_{u_{2_{k}}}^{\prime} \frac{d \varphi_{2_{2}}}{\partial T} \text { when } j=2, \\
\sum_{k=1}^{m_{3}} J_{u_{3_{k}}}^{\prime} \varphi_{3_{k}}(T) \text { when } j=3, \\
p_{j}=\left\{\begin{array}{l}
\frac{\partial T}{\partial x} \sum_{k=1}^{m_{2}} J_{u_{2_{k}}}^{\prime} \varphi_{2_{2}}(T) \text { when } j=2, \\
0 \quad \text { when } j=1,3 .
\end{array}\right.
\end{array}\right.
$$

The system in Eq. (20) has a symmetric matrix and may be solved by one of the well-known methods, for example, the square-root method [12].

Note that the region of definition of the unknown functions is not known in advance, and must be refined at each iteration.

A computational algorithm is now developed in accordance with the given scheme of solution of the coefficient IHP. The boundary problems in Eqs. (1)-(4), (13)-(18), and (21)-(24) are replaced by the corresponding finite-difference approximations on space-time grids. An implicit approximation scheme is used, with iteration with respect to the coefficients [13], until the solutions coincide with the relative accuracy $\varepsilon_{0}$ specified a priori.

The algorithm for deriving the volume specific heat, thermal conductivity, and heatsource coefficient is realized in the form of a computer program, which is used to calculate a series of methodological examples.

The solution of the IHP is modeled in the following traditional manner. The dependence of the coefficients of the heat-conduction equation on the temperature is specified, along with the initial and boundary conditions, and the direct problem is solved. Using the calculated temperature field, the readings of thermosensors "positioned" at several points of the spatial grid are formed. Then the inverse problem is solved under the assumption that the coefficients of the heat-conduction equation are unknown.

With the aim of matching the errors of the finite-different approximation, the boundary problems in Eqs. (1)-(4), (13)-(18), and (21)-(24) are solved on the same space-time grid. The number of steps is chosen parametrically: the direct problem in Eqs. (1)-(4) is solved successively with increase in the number of steps, until the solutions coincide with accuracy $\varepsilon_{0}$ equal to the accuracy with which the solutions coincide in iteration with respect to the coefficients. Some of the results obtained are shown in Fig. 1.

Consider the nonsteady heating of an infinite plate of thickness $b=0.03 \mathrm{~m}$ for $\tau_{\mathrm{m}}=21$ sec. The initial temperature distribution is taken to be constant at $T_{0}=300^{\circ} \mathrm{K}$. One boundary is heat-insulated: $\mu_{2}=0, \gamma_{2}=-1, g_{2} \equiv 0$; the other is subjected to intense thermal perturbations ( $\mu_{1}=0, \gamma_{1}=-1$ )

$$
\begin{equation*}
g_{1}(\tau)=0,019 \cdot 10^{7} \tau, \mathrm{~W} / \mathrm{m}^{2} . \tag{25}
\end{equation*}
$$

The specified coefficient values for the heat-conduction equation are given in Fig. 1. The relative accuracy of the output from iterations with respect to the coefficients is 0.001 .

As the basis functions in Eq. (9), cubic B splines are used [14]. The unknown functions are approximated on the segment $\left[\mathrm{T}_{\text {min }}, \mathrm{T}_{\text {max }}\right]=\left[300^{\circ} \mathrm{K}, 1200^{\circ} \mathrm{K}\right]$, using three division sections. The choice of the number of sections is made parametrically.

The IHP is solved with "measurements" of the temperature by three thermosensors with coordinates $X_{0}=0, X_{1}=0.022, X_{2}=0.03 \mathrm{~m}$ on the difference grid $n_{\tau} \times n_{x}=50 \times 42$. The iterative process ends when the derived characteristics in adjacent iterations coincide with a specified relative accuracy $\varepsilon_{f}=0.01$.


Fig. 1. Derivation of the dependences of the coefficients of the heat-conduction equation $C, \mathrm{~J} / \mathrm{K} \cdot \mathrm{m}^{3} ; \lambda, \mathrm{W} / \mathrm{K} ; \mathrm{S}, \mathrm{W} / \mathrm{m}^{3}$, on the temperature $T,{ }^{\circ} \mathrm{K}: 1$ ) specified values; 2) derivation for accurate data; 3) for initial data specified with errors; 4) derivation of $\lambda$ and $C$ under the assumption that $S$ is known.

The error in deriving the unknown coefficients, defined as

$$
\begin{equation*}
\delta_{u_{j}}=\int_{T_{\min }}^{T_{\max }}\left(u_{j}(T)-\tilde{u}_{j}(T)\right)^{2} d T / \int_{T_{\min }}^{T_{\max }}\left(u_{j}(T)\right)^{2} d T, j=\overline{1,3}, \tag{26}
\end{equation*}
$$

where $u_{j}$ is the specified value and $\tilde{u}_{j}$ is the derived value, is (Fig. 1): $\delta_{C}=0.03, \delta_{\lambda}=$ $0.04 ; \delta_{S}=0.07$.

In processing the data of actual experiments, the initial data for IHP solution (thermosensor readings) are known with errors; therefore; the solution of the above-described IHP is modeled for initial data formed with the errors

$$
\begin{equation*}
f_{i}^{*}(\tau)=f_{i}(\tau)(1+\beta \omega(\tau)), \quad i=\overline{1,3} \tag{27}
\end{equation*}
$$

where $f_{i} *(\tau)$ are the thermosensor readings specified with errors; $f_{i}(\tau)$ are the accurate values of the thermosensor readings; $\omega(\tau)$ is a random quantity distributed according to a normal law $N(0,1)$; $\beta$ is the relative maximum error of the calculations. In the calculations, $\beta$ is taken to be 0.05 .

The results of deriving the dependences $C(T), \lambda(T)$, and $S(T)$ using initial data specified with errors are shown in Fig. 1. The errors in deriving the true dependences are, respectively: $\delta_{C}=0.06 ; \delta_{\lambda}=0.06 ; \delta_{S}=0.09$.

Note that the problem of determining the three coefficients of the heat-conduction equation is significantly less well founded than the problem of deriving the two coefficients $C(T), \lambda(T)$. The results of determining $C$ and $\lambda$ under the assumption that $S$ is known are shown in Fig. 1. The value of $\beta$ is again taken to be 0.05 ; the error of the solution is $\delta_{C}=0.045$, $\delta_{\lambda}=0.048$.

## LITERATURE CITED

1. 0. M. Alifanov, Identification of Heat-Transfer Processes in Aircraft. Introduction to the Theory of Inverse Heat-Transfer Problems [in Russian], Moscow (1979).
1. A. N. Tikhonov and V. Ya. Arsenin, Methods of Solving Incorrect Problems [in Russian], Moscow (1974).
2. O. M. Alifanov and S. V. Rumyantsev, Dok1. Akad. Nauk SSSR, 248, No. 6, 1289-1291 (1979).
3. O. M. Alifanov and S. V. Rumyantsev, Inzh.-Fiz. Zh., 39, No. 2, 253-258 (1980).
4. E. A. Artyukhin, Inzh.-Fiz. Zh., 29, No. 1, 87-90 (1975).
5. E. A. Artyukhin, Teplofiz. Vys. Temp., 19, No. 5, 963-967 (1981).
6. A. A. Goryachev and V. M. Yudin, Inzh.-Fiz. Zh., 43, No. 4, 641-648 (1982).
7. N. I. Nikitenko, Theory of Heat Transfer [in Russian], Kiev (1983).
8. N. V. Muzylev, Zh. Vychisl. Mat. Mat. Fiz., 20, No. 2, 388-400 (1980).
9. M. V. Klibanov, Inzh.-Fiz. Zh., 49, No. 6, 1006-1009 (1985).
10. E. A. Artyukhin and S. V. Rumyantsev, Inzh.-Fiz. Zh., 39, No. 2, 264-269 (1980).
11. D. K. Faddeev and V. N. Faddeeva, Computational Methods of Linear Algebra [in Russian], Moscow-Leningrad (1963).
12. A. A. Samarskii, Theory of Difference Schemes [in Russian], Moscow (1977).
13. S. B. Stechkin and Yu. N. Subbotin, Splines in Computational Mathematics [in Russian], Moscow (1976).

## IDENTIFICATION OF BOUNDARY THERMAL PERTURBATIONS USING

SPECTRAL FUNCTIONS
Yu. M. Matsevityi, A. P. Slesarenko,
UDC 536.24
and O. S. Tsakanyan

A method is proposed for solving the external inverse heat-conduction problem in a parametric formulation.

The heat-transfer boundary conditions at the surface may be determined from available information on the temperature inside an object, which forms a topic of the external inverse heat-conduction problem (IHP), by various methods [1-4], the application of which depends on the formulation of the IHP, the required accuracy of solution, and the presence of corresponding computational resources.

If the IHP is regarded as a control problem, in which the role of the control object is played by its model, the boundary conditions are taken as the input quantities, and the temperatures at the observation points as the output quantities, it is possible to speak of a correlation between the distributed input and output quantities, which may be expressed in the form of transfer functions or influence functions (the latter term, in our view, more closely corresponds to the physical meaning of this correlation).

In a particular case, determining the transfer functions of objects with distributed parameters (DP objects) consists in solving the heat-conduction equation for a single input perturbation at one of the boundary points, with zero perturbations at the other points of the surface [5]. The distributed transfer function from a single source at the given boundary point to a finite set of internal points of the given object is obtained here.

If, for each point boundary perturbation with amplitude $f_{i}$ in the grid model of the object, the distributed function $W_{i}(x, y, z)$ is determined, where $i=1,2, \ldots, N$, the $W_{i}$ functions may be used to write the relation between its temperature and all the input boundary perturbations for all its internal points, under the condition that the DP object is linear

$$
T(x, y, z)=\sum_{i=1}^{N} f_{i} W_{i}(x, y, z)
$$

In this case, solving the IHP reduces to determining the amplitudes $f_{i}$. Unique determination of the function $f(x, y, z)$ entails having information on the temperatures at $N$ internal points of the DP object and solving a system of $N$ linear algebraic equations

$$
T_{i}^{*}=\sum_{i=1}^{N} f_{i} W_{i j} ; j=1,2, \ldots, N
$$

where $T_{j}$ * are the temperatures at the observation points of the $D P$ object.
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